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Abstract: Three high-quality single-
crystal X-ray diffraction data sets have
been measured under very different
conditions on a structurally simple, but
magnetically complex, coordination
polymer, [Mn(HCOO),(H,0),],, (D).
The first data set is a conventional
100(2) K Mok, data set, the second is a
very high resolution 100(2) K data set
measured on a second-generation syn-
chrotron source, while the third data
set was measured with a tiny crystal on
a high brilliance third-generation syn-
chrotron source at 16(2) K. Further-
more, the magnetic susceptibility (x)
and the heat capacity (C,) have been
measured from 2 to 300 K on pressed
powder. The charge density of 1 was

of the experimental structure factors,
and overall there is good agreement
between the densities obtained sepa-
rately from the three data sets. When
considering the fine density features,
the two 100 K data sets agree well with
each other, but show small differences
to the 16 K data set. Comparison with
ab initio theory suggests that the 16 K
APS data set provides the most accu-
rate density. Topological analysis of the
metal-ligand bonding, experimental 3d
orbital populations on the Mn atoms,
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and Bader atomic charges indicate
quite ionic, high-spin metal atoms. This
picture is supported by the effective
moment estimated from the magnetiza-
tion measurements (5.840(2) pg), but it
is at variance with earlier spin density
measurements from polarized neutron
diffraction. The magnetic ordering
originates from superexchange involv-
ing covalent interactions with the li-
gands, and non-ionic effects are ob-
served in the static deformation density
maps as well as in plots of the valence
shell charge concentrations. Overall,
the present study provides a bench-
mark charge density that can be used
in comparison with future metal for-
mate dihydrate charge densities.

determined from multipole modeling

Introduction

Coordination polymers (CP) provide a very attractive route
for crystal engineering of functional materials.'! Unlike
porous zeolite frameworks, the structural identities of the
reactants are preserved in the crystal, and the molecular as-
sembly of CPs is reminiscent of building with Lego blocks.
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In the past decade hundreds of studies have explored the
awesome structural diversity of CPs, and a wide range of in-
teresting physical and chemical properties have been identi-
fied. Of particular interest are their gas sorption proper-
ties,” but many efforts have also focused on understanding
their complex catalytic and magnetic properties.!

The present study concerns one of the simplest CPs,
[Mn(HCOO),(H,0),].. (1), and indeed this hydrated metal
formate framework was first examined more than 40 years
ago. The compound, Figure 1, is composed of Mn ions
linked by formate groups and water molecules. There are
two distinct metal sites in the structure. In the first site, the
Mnl ions are octahedrally coordinated to six formate
oxygen atoms creating layers in the bc plane. The ions in
these layers are interconnected with formate bridges. In the
second site, Mn2 ions are octahedrally coordinated with two
bonds to formate oxygen atoms and four bonds to water
oxygen atoms. These unlinked ions form separate layers that
interpenetrate the layers formed by the Mnl ions. The two
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Figure 1. The crystal structure of [Mn(HCOO),(H,0),],, (1) at 16(2) K
with thermal ellipsoids at the 50% level. Top: The coordination around
the metal sites. Middle: The hydrogen bonds. Bottom: the framework
with alternating layers of Mnl and Mn2 atoms.
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types of layers are connected with direct formate bridges be-
tween Mnl and Mn2. Thus, the Mn2 ions are isolated from
each other, while the Mn1 ions are connected.

Isostructural frameworks are known for many 3d transi-
tion metals, and their physical properties have been studied
using a wealth of methods. The manganese-containing
framework exhibits particularly interesting magnetism, with
at least three distinct phase transitions at 3.7, 1.7, and
0.6 K.F Since very large, high-quality crystals can be synthe-
sized, it has been possible to study the structure by means of
single-crystal polarized neutron diffraction (PND).!) The
measured spin density revealed that the 3.7 K phase transi-
tion is due primarily to antiferromagnetic ordering of the
Mnl1 ions, whereas the transition at 1.7 K is due to a reorien-
tation of their spins. Below 1.7 K the Mn2 ions remain para-
magnetic until a complete antiferromagnetic ordering of the
structure occurs at 0.6 K. From the PND data the magnetic
moments are estimated to be 0.38(2) uz on the Mnl ions
and 1.73(2) ug on the Mn2 ions.”! Some spin density is ob-
served on the linking formate groups with 0.1 ug transferred
to oxygen atoms linked to Mn1 ions. This suggests that cova-
lent bonding features are important for the magnetism, and
it shows directly the involvement of the formate bridges in
the magnetic superexchange mechanism.! It is, however,
somewhat surprising that the formal high-spin Mn?>* ions
show magnetic moments that are much smaller than the
formal spin-only value of 5.92 . Curiously, we have not
been able to find any literature references reporting esti-
mates of the value of the magnetic moment based on mag-
netization measurements, and these have therefore been car-
ried out in the present study. The isostructural Ni system
has also been studied in detail.”! In this system magnetic or-
dering is observed at 15.5 and 3.75 K. Zenmyo et al.®l used
proton NMR spectroscopy to probe the magnetic ordering
in the Ni system, and modeling of the observed NMR reso-
nances leads to estimates of the magnetic moments of
2.38 ug for the Nil ions and 0.38 ug for the Ni2 ions. The
larger moment on the Nil ions in the Ni system relative to
the Mnl1 ions in the Mn system corroborates the higher or-
dering temperature of the M1 lattice, but it is intriguing why
the relative size of the moments of the M1 and M2 sublat-
tices are interchanged. This presumably is due to the chemi-
cal-bonding environment of the metal atoms, that is, cova-
lent effects. For the Ni system magnetization measurements
yield an effective moment of 3.14 " which is somewhat
at variance with the NMR spectroscopic results. The com-
parison between the Mn and Ni systems shows that an un-
derstanding of the physical properties of the metal formate
dihydrates must include detailed studies of the chemical
bonding in the structures. Even though the different 3d
metals yield isostructural crystals, the subtle details of the
metal-ligand chemical bonding appear to change.

In a series of studies we have determined experimental
charge-density (CD) distributions in manganese-based
CPs.”) Similar work has been carried out on copper-based
CPs by Pillet and co-workers.'”! The basic idea has been to
obtain a microscopic view of the electronic structure and
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chemical bonding to supplement macroscopic information
such as magnetization or heat capacity. Even though the CD
does not explicitly contain information about the spin densi-
ty, it allows a detailed study of the chemical bonding in the
crystal, which is essential for understanding the magnetic
pathways. Ultimately, the goal is to obtain a microscopic un-
derstanding of the macroscopic physical properties, since
this is a prerequisite for the design of molecular magnets. In
our previous studies the manganese-based CPs were struc-
turally very complex with disordered solvent molecules.”)
This made determination of the experimental CD a great
challenge in its own right, and the direct comparison of the
results for different systems was somewhat hindered, since
they were not completely isostructural. To better assess the
results that can potentially be obtained with our approach
we have chosen to use the methods on a simpler structure.
The metal formate dihydrates are ideally suited for this pur-
pose, and even though they are structurally relatively
simple, they still have enough complexity, for example, with
two unique metal centers, that CD information will con-
strain and challenge the understanding of their macroscopic
properties. As described above, even the magnitude of the
metal magnetic moments has not yet been properly under-
stood. Furthermore, isostructural frameworks can be synthe-
sized with a range of metals, providing a strong basis for
comparative CD studies. To set a benchmark with which to
compare future CDs, we use data sets measured at both syn-
chrotron and conventional X-ray sources. The detailed com-
parison of these leads us to decide on the best CD for the
present structure, and this is then subsequently used in anal-
ysis of the chemical bonding.

Results and Discussion

Physical properties: Figure 2 shows the magnetic susceptibil-
ity () between 2 and 300 K. A fit of the data with 7>30K
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Figure 2. Magnetic susceptibility (y) as function of temperature (7) mea-
sured in a magnetic field (B) of 2 T. The solid gray line is a Curie-Weiss
modeling of y(7T) above 30 K. The upper inset shows the same data on
linear scale in the low-temperature region. The lower inset shows the
magnetization (M) as function of B measured at 300 K.
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to the Curie-Weiss law (y=C/(T—O)+y,, in which C=
Nugug’ue/(3kg), N is density of magnetic ions in the rele-
vant units, u.; is the effective moment, @ is the Weiss tem-
perature, and y, is a temperature independent term) gives
0=-3.682)K, Uei;=15.840(2) pg and Xo=
—2.1(2)-10"° m*mol~". Thus, u. is relatively close to the the-
oretical value of 5.9 py for a free Mn?>* ion."!l This, taken to-
gether with the negative Weiss temperature (6 =—3.68 K)
and a linear magnetization with magnetic field at 300 K
(inset in Figure 2) indicates antiferromagnetic ordering
below 3.7 K in perfect agreement with previous studies of
1.5

In Figure 3 the specific heat (C,) as function of tempera-
ture is shown. A peak is observed below ~10 K with a peak
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Figure 3. Specific heat (C,) as function of temperature (7). The inset
shows the same data plotted as C,/T versus T.

maximum at approximately 3.7 K. From the inset of
Figure 3, which shows C,/T as function of 7, we estimate the
entropy change in the first phase transition to be approxi-
mately 6 JK'mol™ per Mn (AS=[(AC/T)dT). This is in
reasonable agreement with what can be expected from a
magnetic ordering of half the high spin Mn** ions (Mn(1)
lattice), with J=5/2 and AS="4/RIn(2J+1)=7.5JK 'mol".

X-ray data comparison: In Table 1 we list crystallographic
data and details of multipole model refinement. The re-
duced structure factors on an absolute scale can be com-
pared readily if anomalous dispersion and extinction effects
are removed from the data, and provided that the data col-
lection temperatures match. For the crystals used here, the
refined extinction parameters were insignificant, and hence
only the anomalous dispersion has been corrected for.
Figure 4 shows the ratio of structure factor amplitudes as
a function of scattering angle between the two 100 K data
sets. The common reflections comprise 5322 unique reflec-
tions out of 10522 (Hasylab) and 5539 (conventional) reflec-
tions used in the refinements. There is a pronounced tenden-
cy for the F(conventional)/F(Hasylab) ratio to decrease as
the scattering angle increases. As expected, the spread in-
creases significantly at higher scattering angle due to the re-
duced amplitude and the associated larger impact of the un-
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Table 1. Crystallographic data and refinement details.

Aarhus Hasylab APS
conventional synchrotron synchrotron
formula Mn,C,H,,0,, Mn,C,H,,0,, Mn,C,H,0,,
M, [gmol '] 724.03 724.03 724.03
crystal system monoclinic monoclinic monoclinic
space group P2,/c P2,/c P2,/c
T [K] 100(2) 100(2) 16(2)
sample size [um’] 150%x220x250 150x220x250 20x20x25
a[A] 8.8080(4) 8.7940(13) 8.8263(1)!!
b [A] 7.2136(3) 7.2080(5) 7.2247(1)1
c[A] 9.6203(4) 9.5940(8) 9.6305(1)!
A 1°] 97.693(2) 97.664(7) 97.689(1)!!
Vv [AY] 605.75(5) 602.70 608.59(2)!!
2 [A] 0.71073 0.550 0.413
V4 4 4 4
Peatea [gEm ] 1.985 1.995 1.976
u [mm™] 2.14 0.98 0.38
min/max transmission  0.82/0.77 N/A 1.00/0.99
integrated reflns 25061 180245 35107
unique reflns 7212 (all) 15080 9326 (all)
5189 (Mpeas >2)
Ry 0.027 0.07 0.045
Sin 0/ [A7] 1.18 1.56 1.29
N 263 263 263
Nops 5539 (1o) 10522 (30) 3833 (20)
R(F), R(F?) 0.024, 0.024 0.036, 0.043 0.023, 0.025
R (F), R(F) 0.017, 0.033 0.031, 0.060 0.021, 0.042
goodness-of-fit 1.23 1.67 0.57

[a] In the charge-density refinement of the APS data a unit cell of a=
8.809, b=7.199, c=9.619 A, $=97.69°, V=604.5 A* was used. This cell
was obtained from an unpublished 15K single-crystal X-ray experi-
ment.['” [b] The data averaging led to 18698 unique reflections, which in
many cases were extremely weak. The data set was “cleaned” for severe
outliers using the refined multipole model. This was done by removing
all data with |F(obs)—F(model)|/o(F(obs)>10, |F(obs)/F(model)|>5
or | F(obs)/F(model)|<0.2. For a discussion of this procedure see Iversen
et al™

certainty of the measurements. However, it is clear that a
large proportion of reflections at higher angle have relative-
ly lower amplitudes in the conventional data than in the
Hasylab data. The bulk of the data suggest that the effect
reaches a minimum of about 90 %. One consequence of this
is that the atomic displacement parameters (ADPs) become
smaller in the Hasylab model relative to the conventional
data model. On the other hand it is also clear that the low-
order data are slightly stronger in the conventional data
than in the Hasylab data. As seen in Figure 4 (bottom), the
intense beam of the synchrotron has clearly produced more
significant high-order data. The origin of the observed scat-
tering-angle-dependent discrepancy in the structure factor
amplitudes could be incomplete corrections for systematic
errors.

Comparison of structural parameters: The positional param-
eters obtained from the three data sets are nearly identical,
and as seen in Table 2 the corresponding bond lengths and
bond angles agree well. The lowering of the temperature
from 100 to 16 K has little influence on the crystal structure.
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Figure 4. Top: Ratio of the common structure factors in the conventional
and the Hasylab data corrected for anomalous dispersion. Bottom: The
relative significance of the reflections, [Fy/0(F,)]con/[Fo/0(Fo)ltasytan)s
versus sin 6/4.

In general the estimated standard deviations are larger for
the APS structure (third line), showing that the precision of
both the conventional data and the Hasylab data is better
than the APS data. However, this does not reveal which
structure is the most accurate.

On the other hand differences are observed between the
ADPs, which are more delicate probes for the reliability of
the data. In Figure 5 the relative values of the diagonal ele-
ments of the U tensor are displayed for the 100 K data sets.
It is evident that the Hasylab ADPs are significantly smaller
than the corresponding conventional ADPs. The 10-20%
difference in ADPs illustrates the importance of systematic
errors even in presumably accurate X-ray diffraction data.
One may argue that the precise value of the ADPs is not
important if the goal is the static electron density. In other
words, if uncorrected systematic errors are completely ab-
sorbed in the ADPs, then the deconvolution of the thermal
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Table 2. Bond lengths and angles. The first line is the 100 K conventional
data, the second line the 100 K Hasylab data, and the third line the 16 K

APS data.
Length [A] Angle [°]
Mnl1-01 2.1967(5) 01-Mn1-03 92.50(2)
2.1932(4) 92.51(2)
2.1964(8) 92.63(3)
Mn1-03 2.1764(5) 01-Mn1-04 92.40(2)
2.1714(4) 92.42(2)
2.1771(7) 92.39(3)
Mn1-04 2.1546(5) 03-Mn1-0O4 89.56(2)
2.1527(4) 89.61(2)
2.1530(8) 89.45(3)
Mn2-02 2.2251(6) 02-Mn2-05 89.94(3)
2.2215(4) 90.02(2)
2.2241(7) 90.03(3)
Mn2-05 2.1570(6) 02-Mn2-06 92.36(2)
2.1516(5) 92.38(2)
2.1564(8) 92.37(3)
Mn2-06 2.1978(5) 05-Mn2-06 89.92(2)
2.1936(4) 90.03(2)
2.1978(9) 90.04(4)
01-C1 1.2619(7) Mn1-O1-C1 129.62(4)
1.2586(6) 129.62(3)
1.2629(12) 129.65(6)
02-C1 1.2540(7) Mn2-02-C1 132.91(4)
1.2523(5) 133.00(3)
1.2560(11) 132.82(7)
03—C2 1.2523(7) Mn1-03-C2 125.29(4)
1.2502(5) 125.26(3)
1.2518(11) 125.25(6)
04—C2 1.2589(7) Mn1-04-C2 121.27(4)
1.2540(6) 121.29(3)
1.2578(9) 121.26(6)
01-C1-02 125.08(5)
125.07(4)
124.99(8)
0O1-C1-H1 117.52(5)
117.49(4)
117.51(7)
02-C1-H1 117.40(5)
117.44(4)
117.50(8)
03-C2-04 124.59(5)
124.55(4)
124.56(8)
03-C2-H2 117.81(5)
117.85(4)
117.66(7)
04-C2-H2 117.59(5)
117.57(4)
117.78(8)

motion still leads to an accurate density model. In the fol-
lowing we therefore compare the static densities obtained
from the three data sets in order to decide on the most accu-
rate model. This density will then be used for further inter-
pretation.

Comparison of electron density distributions: In charge-den-
sity studies, chemical bonding analysis is typically performed
by using the topological approach of the quantum theory of
atoms in molecules."¥! In Table 3 the bond critical points
(bep) located in the three densities are listed. The three

Chem. Eur. J. 2007, 13, 9775-9790

© 2007 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

FULL PAPER

1.0 4
n [ ]
/N A
AN
N // N\ /
T SN
— @ / \
> 09 & ] el \\.//’/ \ \\0—*0///
c e BN u \ /
o /z/ < o ~ 7/ B /
L // / \A ./ e~ g—°
2 | - /i Y
a
.
T 08 A,/ —au,
g:’: / —e—U,
./ —A-U,
) - Ueu
0.7 : ,

T T T T T T T T T
Mn1 Mn2 O1 002 03 04 O0O5 06 C1 C2
Figure 5. Relative values of the diagonal elements of the U tensor be-
tween the Hasylab and the conventional data measured at 100 K.

data sets lead to densities that overall have similar topologi-
cal features, that is, the number and types of critical points
are identical. When examining the topological measure it is
clear that there is excellent agreement between the two den-
sities derived from 100 K data (conventional and Hasylab),
but that slightly different values are observed for the APS
density. Thus, the APS density, for example, has slightly
larger values of oy, in the metal-ligand bonds. The largest
discrepancies are observed in the polar C—O bonds, in
which the topological properties can be affected by the
radial flexibility of the multipole model.™ The APS model
has larger positive curvatures at the bep (i.e., 4;) than the
two 100 K densities, and this leads to smaller values of the
Laplacian at the bcp. The position of the bep in the C-O
bonds is also affected, and for the APS density it is located
farther from the oxygen atoms, leading to smaller values of
Pocpr

Recently, the development of a methodology for compar-
ing theoretical molecular charge densities with the emphasis
on improvement of QSAR-type studies was proposed by Po-
pelier et al."” The method defines the different properties
evaluated at the bond critical points as coordinates in an
imaginary topological space, and compares these coordi-
nates as one would do, for example, with positional coordi-
nates in real space. The method condenses the comparison
of the densities to a single number. In the present case we
US€ Ppepy vzpbcp, and d, for the ten bonds (not including
hydrogen atoms) of Table 3. Between the conventional den-
sity and the Hasylab density the comparison number is 1.75,
between conventional and APS it is 4.15, and between
Hasylab and APS it is 2.42. The values corroborate the fact
that there is better agreement in topological space between
the two 100 K-derived densities than in any comparison in-
volving the APS density.

In summary, it is clear that the structures obtained with
the conventional data and the Hasylab data at 100 K are
more precise than the 15 K APS structure, and that the first
two densities agree well with each other, but show some dis-
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Table 3. Bond critical points in the static electron densities. p is the electron density [e A’], %o the Laplacian [e A], d, , [A] the sum of distances be-
tween the bep and the atomic attractors, dy.,, the distance [A] from the first atom to the critical point, and A; the eigenvalues of the Hessian matrix at
the bep. G, V, and H are the kinetic energy density, the potential energy density, and the total energy density [hartree A ] derived using the Abramov
functional."! The random errors estimated from the least-squares procedure are typically on the third decimal for p and s/°p. This is much smaller (by
an order of magnitude) than the systematic error due to the specific choice of density model. Therefore, we only list the values to the second decimal in
o and first decimal in v/°p. The first line is the conventional data, the second the Hasylab data, and the third the APS data.

Bond Pu(r) V() dp, dyvep A 2 A3 G Vv H Glp
Mn1-0O1 0.27 6.6 2.197 1.094 -1.5 -14 9.5 0.40 —0.33 0.06 1.47
0.28 6.5 2.193 1.092 -1.5 -15 9.5 0.40 —0.34 0.06 1.44
0.31 6.8 2.197 1.083 -1.7 -1.6 10.0 0.43 —0.38 0.05 1.40
Mn1-04 0.31 7.5 2.155 1.076 -1.7 -1.7 10.9 0.46 —0.40 0.06 1.50
0.32 7.4 2.153 1.067 -1.8 -1.7 10.9 0.47 —0.41 0.06 1.47
0.34 7.7 2.153 1.072 -1.9 -1.8 114 0.49 —0.45 0.04 1.44
Mn1-03% 0.28 6.8 2177 1.085 -1.5 -1.5 9.8 0.41 —0.35 0.06 1.47
0.30 6.9 2172 1.080 -1.6 -1.5 10.1 0.43 -0.37 0.06 1.45
0.33 7.3 2177 1.080 -1.8 -1.7 10.8 0.46 —0.42 0.05 1.42
Mn2—-02 0.24 5.8 2.225 1.103 -1.2 -12 8.3 0.34 —0.28 0.06 1.44
0.25 59 2.222 1.101 -13 -13 8.5 0.36 -0.30 0.06 1.44
0.28 5.9 2.225 1.113 -14 -14 8.7 0.37 -0.33 0.04 1.32
Mn2—-05 0.30 73 2.157 1.070 -1.7 -1.6 10.6 0.45 —0.39 0.06 1.49
0.30 7.2 2.152 1.069 -1.7 -1.6 10.5 0.44 -0.39 0.06 1.47
0.35 7.1 2.156 1.072 -1.9 -1.7 10.7 0.47 —0.44 0.03 1.36
Mn2-06 0.27 6.5 2.198 1.089 -14 -1.4 9.3 0.39 -0.33 0.06 1.46
0.27 6.6 2.194 1.090 -1.5 -14 9.5 0.40 —0.34 0.06 1.46
0.31 6.6 2.198 1.097 -1.6 -1.6 9.8 0.42 -0.38 0.04 1.36
01-C1 2.80 -33.8 1.262 0.799 -26.1 -229 152
2.70 —24.7 1.259 0.835 -25.0 -22.6 229
2.50 —43 1.264 0.853 -21.1 -20.3 37.1
02-C1 2.77 —34.1 1.254 0.768 -253 =227 13.9
2.64 -20.9 1.253 0.833 —242 -22.6 259
2.42 —4.0 1.256 0.844 -20.0 -19.1 35.1
03—C2 291 -37.7 1.252 0.781 -272 —24.8 14.2
2.71 -20.5 1.251 0.831 -23.8 -23.0 26.3
2.53 -33 1.252 0.844 -22.7 —20.6 40.1
04—C2 2.75 -31.8 1.259 0.793 -251 -22.1 15.4
2.65 -194 1.254 0.835 -23.6 -22.7 26.8
2.36 -3.6 1.258 0.842 -18.8 -184 33.6
O5—-H5A 2.27 -33.1 0.990 0.766 -352 —344 36.5
221 -29.5 0.990 0.766 -33.8 -332 375
2.35 -30.6 0.990 0.747 —34.1 -32.6 36.2
O5—-H5B 2.22 =272 0.990 0.758 -33.1 -324 384
2.19 -235 0.990 0.752 -31.9 -30.6 39.0
2.15 -22.8 0.990 0.755 -313 -29.7 382
O6—H6A 2.28 —284 0.990 0.751 -333 -32.7 37.6
2.25 -229 0.990 0.734 -30.8 -30.1 37.9
2.23 -26.1 0.990 0.752 -32.0 -312 37.1
0O6—H6B 2.38 -28.1 0.990 0.747 —34.9 -33.6 40.4
2.25 —24.5 0.990 0.758 -332 -32.9 41.5
2.24 -21.7 0.990 0.749 -31.9 -30.8 41.0
Cl1-H1 1.71 -16.8 1.084 0.785 -18.8 -173 19.2
1.71 -16.3 1.084 0.794 -18.1 —16.6 18.5
1.70 -15.0 1.084 0.757 -16.4 -15.0 16.5
C2-H2 1.63 -16.2 1.084 0.791 -17.9 -16.7 18.3
1.66 -154 1.084 0.794 -174 —-16.1 18.0
1.68 -16.9 1.084 0.750 -16.2 —14.8 14.1
O5-H5A--030 0.12 4.9 1.787 1.208 -0.6 -0.6 6.0 0.25 -0.16 0.09 2.09
0.16 4.4 1.782 1.188 -0.8 -0.8 6.0 0.24 —0.18 0.07 1.56
0.13 5.1 1.786 1.205 —0.6 —0.6 6.3 0.27 —0.18 0.09 2.01
O5—H5B--02" 0.18 4.8 1.756 1.169 -1.0 -1.0 6.7 0.27 -0.20 0.07 1.53
0.20 4.8 1.750 1.161 -1.1 -1.1 7.0 0.28 —0.22 0.06 1.40
0.24 4.7 1.756 1.169 -14 -1.4 7.4 0.29 —0.26 0.04 1.22
O6—H6A--04l 0.13 4.8 1.782 1.192 -0.7 -0.6 6.1 0.25 —0.17 0.09 1.93
0.15 5.0 1.775 1.187 -0.8 -0.7 6.5 0.27 —0.18 0.08 1.82
0.18 4.6 1.777 1.182 -0.9 -0.9 6.4 0.26 —0.20 0.06 1.45
O6-H6B--01 0.16 4.1 1.834 1.189 -0.9 -0.8 5.8 0.23 —0.17 0.06 1.43
0.20 3.9 1.815 1.173 -1.1 -1.1 6.1 0.24 —0.20 0.04 1.19
0.23 4.0 1.809 1.168 -13 -12 6.5 0.26 —0.24 0.02 1.10

[a] x, y+1, z. [b] =x+1, y+0.5, —z4+0.5. [c] —x+1, —y, —z. [d] —x+1, —y+1, —z.
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crepancy in the finer density details with the APS density.
Does this mean that the two “100 K” densities are more
trustworthy ?

In Figure 6 static deformation densities in selected ligand
planes are shown. The static deformation density is the dif-
ference between the multipole model density and the densi-
ty of a promolecule model (superposition of free spherical
atoms). Corresponding plots of the Laplacian distribution
are shown in the Supporting Information. The static defor-
mation plots reveal subtle differences between the models.
It is most straightforward to analyze deformation densities
of the ligands, since to a large degree they should show the
expected features of such functional groups. When looking
at the water and formate groups it is clear that both the con-
ventional and the Hasylab data have more pronounced and
symmetric oxygen lone-pair densities, as well as larger mid-
bond deformation densities. However, the most striking dif-
ference is that the APS deformation density shows distinct
negative areas near the oxygen nuclei in both the formate
and the water groups (Figure 6) as well as on both the metal
sites (see the Supporting Information). While it is not clear
how the metal sites are “expected” to look in 1, it is
straightforward to compare the water deformation density
with a high-quality theoretical calculation on the isolated
water molecule. This has been presented frequently in the
literature,'® and theoretical calculations clearly show nega-
tive density around the oxygen center and positive density
in the hydrogen region. The same deformation features
have been observed in very high accuracy experimentally
derived static deformation densities of metal-coordinated
water molecules."® The similarity between the APS density
and the expected static deformation density for water is
striking, whereas the two 100 K derived densities are differ-
ent. The comparison gives strong support that the APS den-
sity is the most accurate. It is worth noting that the conclu-
sions of the density reliability are unchanged if we use ex-
actly the same subset of structure factors in the three multi-
pole refinements. In other words the model densities are not
different due to differences in the data resolution between
the three data sets.

The relatively lower accuracy of the present 100 K de-
rived densities could be due to an improper deconvolution
of the thermal motion. If there are correlations between the
ADPs and the electron density parameters, the static defor-
mation density will be affected. This is likely to be evident
from the dynamic deformation density maps of the sections
shown in Figure 6, since the dynamic deformation density
function is calculated as a Fourier summation of the struc-
ture factor differences, thereby inherently including the ther-
mal effects. Such maps for selected planes are shown in the
Supporting Information. The deformation features in the dy-
namic maps are much decreased compared with the static
deformation density maps, but overall the dynamic maps are
similar to the static counterparts. Clearly, the negative re-
gions on the oxygen nuclei are present in the APS dynamic
deformation density, but absent in the conventional and Ha-
sylab densities. The negative feature therefore does not

Chem. Eur. J. 2007, 13, 9775-9790

© 2007 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

FULL PAPER

seem directly related to an improper deconvolution, but has
a more subtle origin.

Another conspicuous feature in the static deformation
densities of the 100 K derived maps is a tendency for double
peaks in the O—H water bonds. This feature presumably is
related to slightly erroneous radial « values. In fact, it seems
that if a spherical density component is subtracted at some
distance from the oxygen nuclei in the 100 K derived maps,
the features will look more similar to the APS density and
the theoretical density. The refined oxygen « parameters are
0.999(1) for the conventional data, 0.993(2) for the Hasylab
data and 0.963(2) for the APS data. New refinements were
carried out on the conventional and the Hasylab data with x
values fixed to the values obtained in refinement of the
APS data. The corresponding static deformation densities of
the water ligands are shown in Figure 7. It may be noted
that for the oxygen atom in water molecules, a x value of
1.00 has been suggested in the k-restricted procedure advo-
cated by Coppens etal., based on multipole refinement
against theoretical structure factors."”! This is similar to the
value found in the 100 K refinements. Nevertheless, the con-
ventional data and the Hasylab data give static deformation
maps for water much closer to theoretical results when a x
value of 0.963 is used as obtained in refinement of the APS
data.

Deformation features close to the nuclei are sensitive to
small changes in the scale factor. To find the source of a po-
tentially small scale factor and/or x parameter error in the
100 K data sets, we have compared the observed structure
factors with the model structure factors in each data set, as
in Figure 8.

In the conventional data there is a clear tendency for
F(obs)/F(model) to decrease for the high-order data, and
thus these data have a different scale factor than the low-
order data. The Hasylab data have a slightly “oscillatory”-
scale factor through the data set. On the other hand
Figure 8 nicely illustrates that the APS data have a con-
stant-scale factor for both high- and low-order data, suggest-
ing that systematic errors are reduced for this data set.

What may be the systematic errors that lead to the slight
deterioration of the two 100 K data sets compared with the
16 K data set? If we compare the two 100 K data sets, they
are indeed collected under very different experimental con-
ditions. One uses conventional Moy, radiation with a
Bruker APEXII CCD detector, whereas the other uses
short wavelength synchrotron radiation and a MARI165
CCD detector. The diffractometer geometries are also dif-
ferent for the two 100 K experiments, and the software used
to integrate and process data is different. All these features
are different again in the APS data, for which yet another
geometry, detector, and software is used. Even so the two
100 K data sets lead to similar model densities. It seems
likely that the systematic error must come either from the
change in temperature or the fact that the APS data collec-
tion used a much smaller crystal. The crystal size affects sys-
tematic errors such as extinction and absorption, and in the
APS data these effects are for all practical purposes re-
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Figure 6. Static deformation density maps for selected ligand planes. The top two maps represent the conventional model, the middle two the Hasylab

model, and the bottom two the APS model. The contour interval is 0.1 e A3, Positive contours are solid lines and negative are dashed lines. The zero
contour is not shown.
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Figure 7. Static deformation density maps for the water plane with x for
all atoms fixed to the values obtained in refinement of the APS data.
The top plot is for the conventional model, and the bottom one is for the
Hasylab model. The contour level is 0.1 ¢ A=, Positive contours are solid
lines and negative are dashed lines. The zero contours are not shown.

moved. However, none of the refinements observed signifi-
cant extinction parameters, and the maximum and minimum
absorption corrections for the longer wavelength conven-
tional data set are 77 % and 82 %, respectively. Thus, a po-
tential error in this correction is presumably below ~1%. If
absorption is the source of the error it would be quite a co-
incidence that the two 100 K data sets retrieve such similar
densities, especially considering that the correction is quite
different for the two data sets. Overall, it therefore seems
that the error at least partially relates to the temperature
difference between the studies. The major temperature-de-
pendent systematic errors in diffraction data are thermal dif-
fuse scattering (TDS) and anharmonicity. We included an-
harmonic Gram-Charlier parameters in refinements of all
three data sets, but in all cases they were insignificant. This
leaves just TDS. As discussed by Iversen and co-workers in
a number of studies, TDS corrections can be quite large
even for hard inorganic substances with high Debye temper-
atures.?” Thus, for metallic Mg (6, =330 K) the TDS contri-
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Figure 8. F(obs)/F(model) versus sin/A for the conventional data (top),
the Hasylab data (middle), and the APS data (bottom).

bution to the scattered neutron intensity already at 0.8 A
amounts to ~10% at 125 K.?%I We cannot at this point fully
pinpoint the source of systematic errors in the two 100 K
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data sets, but we can conclude that it is likely to be at least
partly a temperature effect. The present study therefore
gives yet another demonstration of the advantages gained in
accurate diffraction experiments at 16 K rather than at
100 K. Here, we merely conclude that the 16 K APS data
have produced the most accurate density, and this density is
used for further analysis of the system.

Chemical bonding: In the following, all discussion of the
density features refers to the 16 K APS multipole model.
Figure 9 shows static deformation densities in planes that go
through the metal atoms. The deformation features on the
two metal ions are not greatly different at a qualitative level
of comparison. This means that the crystal environment af-
fects the two formal Mn?* ions in a similar way. For the
Mnl site one would expect that the axis pointing towards
O1 is unique, since this is the bond connecting the Mnl
layers with the Mn2 ions (Figure 1, top). Presumably, this
axis is also unique for the Mn2 site (i.e. Mn2---O2), since the
perpendicular plane contains four water ligands. However,
the deformation density features in the O3-+-Mnl--O4 plane
appear to be quite similar to the features of the
06--Mn2--0O3 plane (Figure9, top). Thus, for Mn2 the
unique axis may be towards the water O5 atom rather than
the formate O2 oxygen.

What makes OS5 special? For the O6 water atom the two
hydrogen bonds are formed with formate oxygen atoms
bonded to Mnl, whereas for O5 one hydrogen bond is
“inside” the Mn2 layer and bound to O2 through H5B. This
hydrogen bond is the strongest of the four listed in Table 3,
and the Mn2--OS5 axis is also the shortest metal-ligand
bond. These are subtle indications that important chemical
interactions are present in the Mn2 layer through the
O5--H5B--02 hydrogen bond, and it may be that these in-
teractions also are important for the antiferromagnetic or-
dering of Mn2 at 0.6 K. Overall, it is clear that both metal
sites have nonspherical deformation features. Since a high-
spin Mn?" ion is spherical, subtraction of a spherical refer-
ence density should give spherical deformation features.
Thus the nonspherical features must originate from uneven
occupancy of the d orbitals, and the metal sites cannot
merely be regarded as high-spin Mn”* ions. The features in
Figure 9 reflect the orbital interactions that also mediate the
magnetic ordering.

The shape and topology of the atomic densities can be vi-
sualized by plotting the Laplacian of the density at some
(small) density isosurface, as shown in Figure 10. Clear va-
lence-shell charge concentrations (VSCC), that is, minima in
the v/%0 valence shell, are found in between the metal-
ligand bonds (red areas) reflecting the nonspherical nature
of both Mn sites. In a topological sense the metal-ligand
bonds are formed between ligand lone-pair concentrations
and metal-charge depletions. The exact positions and density
features of the VSCC are listed in the Supporting Informa-
tion.

From the refined multipole populations one can derive
experimental 3d orbital populations on the metal sites, as

9784 —— www.chemeurj.org

© 2007 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

given in Table 4.”” The derivation neglects orbital hybridiza-
tion and covalent effects, that is, the odd-order multipoles
are neglected, and the multipolar functions on different
atoms are assumed to be non-overlapping. In the present
case both Mn sites have inversion symmetry, so odd-order

Table 4. Experimental d-orbital populations. The numbers in parentheses
are percentages of the total number of d electrons. The Mnl atom has x
towards O4 and y towards O1, whereas Mn2 has x towards OS5 and y to-
wards O6. The third and fourth rows of data for each atom give the orbi-
tal populations in the local coordinate system obtained by minimization
of orbital cross terms using the program ERD.!

dep  dp d d d

ey SUM Max. unpaired

Mnl 112 119 109 092 091 523 477
(215) (227) (208) (17.6) (17.4)
091 132 091 125 084 523 477
(174) (252) (17.4) (239) (16.1)

Mn(2) 106 111 107 107 102 532 468
(19.8) (209) (20.0) (20.1) (19.1)
089 137 089 126 092 532 468
(167) (25.7) (168) (23.6) (17.3)

vz Xz

multipoles are forbidden anyway. It is worth noting that the
two 100 K model densities lead to similar values of the d-or-
bital populations compared with the APS model (see Sup-
porting Information). This is especially true when one is
comparing relative occupancies (in% ). The absolute values
of the orbital populations are affected by the scale factor
through the explicit dependence on the refined monopole
populations. Thus, differences in these values may mask the
fact that the anisotropies of the metal densities are similar.
The virtually uniform d-orbital population parameters, espe-
cially on Mn2, are not really compatible with the anisotropy
seen in Figure 9. This is even more apparent when consider-
ing that the metal deformation densities are quite different
for the three different data sets, even though the derived or-
bital populations are similar (see Supporting Information).
Thus, the extracted d-orbital populations appear rather in-
sensitive to changes in the static deformation features. How-
ever, the bonding deformation features are not located
along the metal-ligand bond axes, and they must therefore
be described by orbital mixing terms. While axes definitions
are usually clear for high-symmetry metal sites, it is not
straightforward to decide on the optimum choice of local co-
ordinate system (LCS) for low-symmetry sites. Sabino and
Coppens have proposed that the “natural” choice of LCS
for low-symmetry sites is the LCS that minimizes orbital
cross terms.”! In Table 4 we list orbital populations in the
natural LCSs as calculated with program ERD,” while the
Supporting Information contains a plot of the natural LCSs
superimposed on a structural drawing. In the natural LCSs
there are larger differences among the orbital populations
for both metal sites in agreement with the static deforma-
tion density.

The orbital populations in Table 4 suggest that there is
some donation from the ligands into the 3d orbitals com-
pared with a high-spin Mn?* ion, but that it is rather limited.
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Figure 9. Static deformation density maps calculated from the 16 K multipole model, showing the Mnl-ligand planes (left-hand side), and Mn2-ligand
planes (right-hand side). The contour level is 0.1 e A3, Positive contours are solid lines and negative are dashed lines. The zero contour is not shown.
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Figure 10. Laplacian distribution on the isosurface constituted of a value
of the electron density of 0.01 e A~ Red area shows charge concentra-
tions. The color coding scheme is indicated in the Supporting Informa-
tion. Top: Mnl. Bottom: Mn2.

The d-orbital populations support the conclusion that to a
first approximation one may regard both metal sites as high-
spin Mn?* ions, although it is the covalent interactions that
are responsible for the magnetic ordering. It is conspicuous
that the spin density obtained from polarized neutron dif-
fraction gave values of the magnetic moments that are much
smaller than the expected ionic values, and very different
for the two Mn sites.”! Even though the electron density
does not contain explicit information on the spin distribu-
tion, the similarity between the experimental d-orbital popu-
lations and those expected for a free Mn?* ion is clear. Con-
sidering that the effective moment derived from the magnet-
ization measurements is close to the value obtained from
five unpaired spins (5.840(2) ug), the present results appear
to be at variance with the measured spin density. From the
experimental orbital populations we can only estimate the
maximum difference in alpha and beta spin, which for both
metals is ~4.7 electrons. Some of the magnetic moment is
likely to be located in the ligand system, as shown by the
polarized neutron diffraction measurements,® but it seems
difficult to obtain almost 6 g in effective moment if the ma-
jority spin is not located at the metal sites.

In Table 5 we list the atomic charges as defined by the
zero-flux boundary condition." Values from the two 100 K
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Table 5. Atomic charges, atomic volumes, and dipole and quadropole
(O Oy, O.;) moments. All numbers are in atomic units. The moments
refer to a global orthogonal Cartesian coordinate system.

Atom Pq Voot Dipole Quadrupole
moment Moments

Mnl 1.68 66.8 0.0 —5.52, —5.43, —5.54
Mn2 1.60 71.2 0.0 —5.67, —5.74, —=5.77
o1 —1.30 107.3 0.6 —4.69, —4.58, —4.91
02 -1.19 107.0 0.5 —4.52, —4.52, —4.79
03 -1.30 105.2 0.6 —4.57, —4.84, —4.62
04 —-1.25 104.1 0.5 —4.60, —4.60, —4.61
05 —1.09 127.8 0.3 —4.55, —5.03, —4.56
06 -1.07 127.4 0.2 —4.59, —4.58, —4.82
C1 1.56 49.0 1.1 —1.17, —1.90, —2.22
C2 1.56 522 1.2 —2.06, —2.02, —1.42
H1 0.14 46.3 0.2 —0.51, —0.36, —0.52
H2 0.29 34.8 0.1 —0.28, —0.36, —0.36
HS5A 0.54 13.8 0.1 —0.17, —0.19, —0.14
H5B 0.51 16.3 0.1 —0.08, —0.16, —0.15
Ho6A 0.53 15.4 0.1 —0.15, —0.15, —0.15
Ho6B 0.44 19.1 0.1 —0.23, —0.13, —0.24

data sets are given in the Supporting Information. The cat-
ionic picture of the metal ions is supported by the atomic
charges, which are similar at +1.68 and + 1.60. These values
are significantly different from the formal 42 value due to
electron donation from the oxygen atoms. The nonspherical
density features seen in Figures 9 and 10 are also reflected
in the substantial manganese quadrupole moments. The
oxygen charges range between —1.07 and —1.30 e, leading to
quite positive carbon atoms at +1.56 e. The oxygen atoms
have substantial dipole as well as quadrupole moments, and
the carbon atoms are strongly polarized with large dipole
moments. Among the hydrogen atoms there is a clear differ-
ence between formate and water hydrogen atoms. The
water hydrogen atoms have charges of about +0.5 e, where-
as the formate hydrogen atoms have smaller charges of
+0.25 e. This may reflect the fact that the water hydrogen
atoms are involved in hydrogen bonds where significant
charge reorganization takes place.

We now turn to the topological measures at the beps. All
the metal-ligand interactions have positive values of /o,
positive values of the total energy density, and quite large
values of G/p. This indicates that the chemical bonding is
predominantly of closed-shell type. There are only small dif-
ferences between the Mn--O(water) and Mn--O(formate)
bonds, with the water ligands being slightly more strongly
bonded. All the covalent bonds show the expected topologi-
cal features with negative vzpbcp and high values of py,. In
particular the carboxyl groups appear to be completely delo-
calized, with very similar C—O bonds. The four quite strong
hydrogen bonds (HB) in the structure are all between water
O—H groups and formate oxygen atoms. The topological
measures for the four HBs are also listed in Table 3. It re-
quires data of high quality to correctly describe the weak in-
termolecular interactions, and the HBs show the same ten-
dency as the topological analysis where the APS model
gives significantly higher oy, values.
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It is important to stress that the ionic bonding picture is
only a first approximation. The fact that the structure has an
antiferromagnetic ordering at low temperature suggests that
there is significant metal-ligand orbital interaction. The
Mn1--Mnl distance is 6.020 A, and the ordering must be in-
direct, occurring through a superexchange mechanism. It is
difficult to see evidence in the experimental charge density
that supports the two metal sites having very different mag-
netic moments. Both Mn atoms appear to be high-spin cat-
ions with charges of about +41.65. This is corroborated by
the effective magnetic moments derived from magnetization
measurements. The fact that the Mnl lattice orders before
the Mn2 lattice must be related to the Mnl lattice being
connected by formate bridges, whereas the Mn2 lattice in-
volves water ligands and possibly the OS5--H5B--O2 hydro-
gen bond. The Mn2 layers do not have the delocalized =
system of the formates, which is probably a better mediator
of the magnetism than the hydrogen bond. Further investi-
gations of potential metal interactions with the formate =
system will be carried out when densities on isostructural
compounds are available (especially the nonmagnetic Zn
compound).

Conclusions

The study has presented three different high-quality single-
crystal X-ray diffraction data sets measured under very dif-
ferent conditions and processed using different software
codes. The first is a conventional 100 K Moy, data set, the
second a very high resolution 100 K data set measured on a
second-generation synchrotron source, while the third is
measured by using a tiny crystal on a high-brilliance third-
generation synchrotron source at 16 K. All data sets have a
quality that justifies multipole modeling of the charge densi-
ty. The atomic positions, and thus bond lengths and angles,
are very similar for all three data sets. On the other hand
the ADPs of the two 100 K data sets differ by 10-20 %, and
there is a theta-dependent systematic difference between
the two sets of structure factors. Oblique correction based
on measured transmission factors is introduced for the large
MARI165 CCD and it reaches up to 20% intensity correc-
tion with 0.55 A radiation. On a charge-density level the
two 100 K data sets agree well with each other, but show
small differences to the 16 K data set. The most pronounced
difference is the negative region near the oxygen nuclei in
the 16 K static deformation density. Comparison with static
deformation densities of isolated water molecules obtained
from ab initio theory, and very accurate experimental static
deformation densities of metal-coordinated water molecules,
lead to the conclusion that the 16 K APS data set provides
the most accurate density. The 16 K APS data set also has a
more uniform scale factor throughout the data compared
with the two 100 K data sets. The improvement in accuracy
appears to be at least partly related to the lowering of the
temperature, and possibly stems from reducing uncorrected
thermal diffuse scattering effects.
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Topological analysis of the metal-ligand bonding, and ex-
perimental 3d orbital populations on Mn atoms as well as
Bader atomic charges indicate quite ionic high-spin metal
atoms. The experimental charge density is therefore at var-
iance with earlier spin density measurements, which report-
ed low and very dissimilar magnetic moments on the metals.
On the other hand, the charge density is supported by the
effective moment estimated from magnetization measure-
ments (5.840(2) ug). The magnetic ordering observed in the
present study at 3.7 K, as well as in many earlier studies,
must originate from a superexchange mechanism involving
the formate ligands. Thus, covalent bonding effects are im-
portant, although subtle. Clear indications of non-ionic ef-
fects are seen in the static deformation density maps, where
the metal atoms are nonspherical. The nonspherical nature
of the metal charge distributions is reflected in the atomic
quadrupole moments as well as in plots of the valence-shell
charge concentrations (VSCC). The VSCC are located in
between the metal-ligand bond directions. Overall, the pres-
ent study has provided a benchmark charge density which
can be used in comparison with future charge densities on
hydrated metal formate framework structures.

Experimental Section

Synthesis: The synthesis of the metal-organic framework [Mn,(CHO,),-
(H,0),].. (1) can be carried out in several ways. A simple route is to mix
manganese acetate (500 mg) with water (2 mL), ethanol (3 mL), and
formic acid (2 mL). This produces nice crystals after 72 h by diffusion.
Alternatively, 1 can be synthesized as a decomposition product, when
mixing of benzene-14-dicarboxylic acid (H,BDC; 1.661 g, 10 mmol), di-
ethyl formamide (DEF; 60 mL) and Mn(NO;),-6 H,O (2.870 g, 10 mmol)
dissolved in DEF (20 mL) in an autoclave. The autoclave was kept at
375 K for three days, yielding colorless, cubic crystals, which are not sen-
sitive to the atmosphere. The solvothermal synthesis batch additionally
contained minute colorless plate-shaped crystals of an unknown crystal
phase.

Physical properties: The magnetic susceptibility (x) and the total heat ca-
pacity (C,) were measured on a Quantum Design PPMS system at the
Department of Chemistry, University of Aarhus, from 2 to 300K on a
pellet pressed from finely ground powder. The material was found to be
almost phase pure by conventional X-ray powder diffraction (see Sup-
porting Information). The magnetic susceptibility was measured in a
magnetic field of 2 T.

16(2) K single-crystal synchrotron X-ray data: A minute, colorless single
crystal (0.020 x 0.020 x 0.025 mm) was mounted in protective oil on a glass
fiber rod glued to a small copper wire. This assembly was mounted on a
brass pin, which was placed on the goniometer of a HUBER four-circle
diffractometer at the ChemMatCARS beamline at the Advanced Photon
Source, Argonne National Laboratory, USA. The crystal was cooled to
16(2) K by using a cold He stream from a Pinkerton type cooling
device.’!! The data collection was done in ¢-scan mode with fixed w and
x angles. The diffracted intensities were recorded with a Bruker R6000
CCD detector mounted on the 20 arm of the diffractometer up to a
maximum sin@/4 of 129 A~'. The intensities were integrated using
SAINT+®! and subsequently corrected for ¢-dependent systematic
errors based on equivalent reflections, and for the effect of oblique inci-
dence of the X-rays into the detector surface by using locally developed
software.””! The intensities were then corrected for absorption from the
multi-scan option available in SORTAV,”"! based on multiple measured
intensities. SORTAYV was also used to average equivalent reflections. The
integration of the data resulted in a refined unit cell that was larger than
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the 100 K unit cells reported below. The larger unit cell is in contradic-
tion with the 15 K neutron diffraction unit cell reported in the litera-
ture.’) We therefore believe that the larger unit cell is a nonphysical
result, caused by a slight error in the wavelength. For this reason the
APS data were subsequently refined by using unit cell parameters ob-
tained from unpublished 15(2) K single-crystal X-ray diffraction data.™!

100 K single-crystal synchrotron X-ray data: A colorless crystal of size
0.15x0.22x0.25 mm was mounted with glue on a glass fiber and attached
to a goniometer head using a tiny piece of copper wire and a brass pin. It
was placed on a Huber four-circle diffractometer with a large offset Eu-
lerian cradle (400 mm inner diameter) positioned in vertical diffraction
geometry, installed at beamline D3 at Hasylab, Hamburg. The crystal
temperature was adjusted to 100 K using the liquid-N, stream from an
Oxford Instruments Cryojet device. A very detailed investigation of scan
parameters was undertaken to establish the optimal conditions for data
collection with the new Hasylab setup. The details of these investigations
are given in the Supporting Information. The best data quality was ob-
tained with a sequence of rather wide 5° ¢-scans. The upgraded setup at
the D3 beamline provided an opportunity to reach very high scattering
angles, illustrated here with a maximum sin 6/4 of 1.56 A~'. The data set
was composed of 180245 reflections, which were integrated and reduced
using the XDS program package.”®! The data were averaged to 18698
unique reflections by using the XSCALE module of XDS. Subsequently,
3618 of these intensities were removed based on comparison with model
intensities."” All discarded reflections had negligible intensity. No ab-
sorption correction was applied to the data.

A crucial part of the data reduction was the correction for oblique inci-
dence into the phosphor covering the detector surface. This phosphor
was optimized to detect photons at longer wavelengths. However, when
working at high-energy synchrotron beamlines the phosphor had partly
insufficient absorption and hence it did not detect all scattered photons.
If the diffracted beams penetrate the phosphor, the distance within the
phosphor, and thus the incident angle, becomes important. In our previ-
ous synchrotron charge-density studies, a correction for oblique incidence
was a standard!"*?! based on measured transmission factors for the phos-
phor of a Bruker R6000 CCD detector.!

To carry out the same type of correction for the data from beamline D3
at Hasylab, the energy dependence of the transmission factor in a piece
of phosphor delivered by Marresearch, matching the thickness and type
used in the used Mar165 CCD detector, was measured, Figure 11 (top).
A local program was written to perform the correction on XDS output
files,* and Figure 11 (bottom) shows the effect of the oblique incidence
correction on the integrated intensities. The gray points are the ratio of
I(corrected) to I(uncorrected) for data collected with the detector at 20 =
30°. This value is also indicated by the left vertical black line, which as
anticipated coincides with a factor of 1.0. Similarly, the black data points
correspond to data collected with the detector at 70°. As can be seen the
correction for a large detector such as the MAR165 CCD amounts to up
to 20% with 0.55 A radiation. It is therefore a very important correction
and parameters obtained from noncorrected data are inaccurate. Indeed
it may be worthwhile to also carry out the correction in protein crystallo-
graphic studies based on MarCCD data, although these are typically car-
ried out at longer wave lengths.

100 K single-crystal conventional X-ray data: A colorless crystal with di-
mensions 0.15x0.22x0.25 mm was fixed with oil to a glass pin sitting on
a piece of copper wire. This was attached to a brass pin, arranged on a
goniometer head and placed in a Bruker-Nonius Apex2 diffractometer at
the University of Aarhus (Denmark). A total of six series of frames were
collected at a crystal temperature of 100(2) K generated by an Oxford
Cryosystems CryostreamPlus liquid N, device. With the program
SAINT +,%! a total of 25061 integrated intensities corrected for Lorentz
and polarization effects were obtained. The intensities were corrected for
absorption by using the empirical method of SORTAYV, giving minimum
and maximum transmission coefficients of 0.77 and 0.82, respectively.
Scaling and merging using SORTAV®" resulted in 7212 unique reflec-
tions. Of these, 6589 reflections were measured more than once with an
overall redundancy of the data set of 3.4. The data set was virtually com-
plete to a resolution of 0.47 A, although six low-order reflections were
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Figure 11. Top: Absorption factor of the Marl65 CCD phosphor as a
function of X-ray energy. Bottom: Oblique correction of the Hasylab
data. The plot shows I(corrected)/I(uncorrected) for 26-value at 30°
(gray) and 70° (black).

missing due to an unfortunate crystal mounting. The maximum sin 6/4 of
the data set is 1.18 A",

Charge-density refinement: The procedures used to describe the structur-
al and electronic parameters were identical for all three data sets, apart
from some of the modeling of the 16 K APS data, which will be ex-
plained in a separate paragraph below. The structure for each data set
was independently solved using the direct methods program, SHELXS-
97.51" All non-hydrogen atoms were initially located and subsequently
their positions as well as anisotropic atomic displacement parameters
(ADPs) were refined using the least-squares refinement program,
SHELXL-97.%"

For refinement of the charge densities, the independent atom model
(IAM) of SHELXL was imported into the multipole refinement package
XD.P? This program employs the Hansen-Coppens multipole model to
analytically describe the aspherical electron density.”) To enhance the
comparability of the resulting models, a common approach was adopted
in which the initial refinement was a high-order refinement of the struc-
tural parameters only (sin/4>0.8 A~1). This was followed by a series of
refinements wherein the level of multipoles was increased incrementally
such that the final model included all symmetry-allowed multipoles up to
hexadecapole level for Mn, and up to octupole level for the remaining
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non-hydrogen atoms. For the hydrogen atoms, the distances to their near-
est neighbor were fixed according to literature neutron diffraction values,
while monopoles and bond-directed dipoles were refined. At this point,
the radial x parameters were refined with the other parameters frozen. It
was decided to use separate « values for the two distinct Mn atoms, as
well as one « for each of the other atom types: O, C, and H (for H, x was
fixed at 1.2). Finally, all parameters were refined freely, which resulted in
quick convergence without significantly changing the model. The reliabil-
ity of the resulting ADPs was checked with the rigid bond test suggested
by Hirshfeld,* in which the components of the ADPs along the bond di-
rection are compared for bonded atoms. For the models reported here
the difference ADPs along bond directions were in all cases less than
10x107* A2

Results from a single-crystal neutron diffraction study of 1 at 15 K can be
found in the literature.!” An attempt was made to include this informa-
tion in the refinement of the X-ray structure factors by using a partial X-
N procedure, for which only hydrogen parameters were obtained from
the neutron data.’™ The X-N refinements were not satisfactory, and the
derived CD was inferior to the X-ray only results. As discussed by Ivers-
en et al., the X-N method may suffer from significant differences in sys-
tematic errors between the X-ray and neutron data even when each data
set is very precise.* In the present case the main problem probably is
that the quality of the neutron data is not on a level with the X-ray data.
Details about the X-N analysis are given in the Supporting Information.

CCDC 652048-652050 contain the supplementary crystallographic data
for this paper. These data can be obtained free of charge from The Cam-
bridge Crystallographic Data Centre via www.ccdc.cam.ac.uk/data_re-
quest/cif.
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